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Ontologies across disciplines
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The English wordntology together with its counterparts in many languages,
has made a breathtaking career during the last decadesatlydadnforma-
tion science, but also in other disciplines. Since its déding vary consider-
ably within and especially across disciplines, and sinceviblume, although
clearly focused on linguistic matters, is conceived asgtimgether several
disciplines, it seems appropriate to provide a short supfehese uses in
order to make the different contributions and their intaergections more ac-
cessible for those readers who are not familiar with all tleéd§ that are
represented between the covers of this book (presumabinairity).

1. Readings ofontology: Carving up a conceptual space
1.1. The major dimensions of variation

The traditional notion of ontology has a long and veneraligéohy in phi-
losophy. The most usual word for it, however, the compouritt fsrom the
Greek formsonto- ‘of being’ andlogos ‘speech, reason’ in the guise of its
later derivativelogia ‘science’, is a comparatively recent invention. It seems
to have originated in the context of the early Enlightenmsinice its first
attested appearance in print is in 1606 on the front pageedtfetktbookOg-
doas Scholastic&Scholastic Eightfold’) by Jacob Lorhafdand it became
popular about one century later when Christian Wolff usdd the title of
his 1729 bookPhilosophia Prima sive Ontologi@First Philosophy or Ontol-
ogy). There, Wolff gives the following definitio®ntologia seu Philosophia
Prima est scientia entis in genere, seu quatenus en§Osgblogy or First
Philosophy is the science of Being in general or as Being).

But the study of Being as Being goes back at least to Arissoleta-
physics To quote the philosopher Nino Cocchiarella:

Aristotle was the founder not only of logic in western phdpgy, but of on-
tology as well, which he described in Hidetaphysicand theCategoriesas
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a study of the common properties of all entities, and of thegiarial aspects
into which they can be analyzed. The principal method of lagiphas been

one or another form of categorial analysis, depending ortlvén¢he analysis
was directed upon the structure of reality, as in Aristetledse, or upon the
structure of thought and reason, as, e.g., in KaBtitique of Pure Reasan

(Cocchiarella 2001:117)

Despite its conciseness this characterization alreadyemitlpossible to
distinguish two dimensions of variation along which nosi@f ontology vary.
One is opened up by the common properties of all entities erotte hand
(being as being) and their categorial aspects on the othgrgaries and kinds
of entities), let us call this thdimension of generalityas opposed to speci-
ficity). The other one is opened up by the distinction betwedernal reality
and the contents of thought and reason. Let us calltti@glimension of ob-
jectivity (as opposed to subjectivity). Since the two are orthogamalcan
imagine them as spanning a vertical plane where generatignds from its
maximum at the top through increasing degrees of specifioitthe lower
bound of generality at the bottom, and where objectivityergs in the depth
with its maximum at the foreground and increasing degreesubfectivity
towards the back (cf. Figure 1).

Objectivity
Generality A subjective
general
objective
specific

Figure 1.The generality-objectivity plane.

So when theDictionary of Philosophical Terms and Namede-
fines ontology as “Branch of metaphysics concerned with tifjémg,
in the most general terms, the kinds of things that actuabjst®e
(http://lwww.philosophypages.com/dy/o.htm#onty) we say that this no-
tion of ontology places it close to the upper foreground in miature. Sim-
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ilarly when ontology is variously described as being conedrwith the ul-
timate furniture, or the basic furniture or simply the fuumé of the world,
this corresponds to increasingly large regions on our piiame the top to the
bottom. And when Aristotle is concerned more with the stitesdf reality it-
self, this notion of ontology is located in the foregroundaf plane, whereas
Berkeley’s ([1710] 1999: §6) idealist view thadl the choir of heaven and
furniture of the earth ... have not any subsistence withoutiad has its
place considerably further back.

But how does this relate to Gruber’s often-quoted definibbntology
for the purposes of Artificial Intelligenéeas “an explicit specification of a
conceptualization,” where a “conceptualization is anraest simplified view
of the world that we wish to represent for some purpose” (6ra993: 199)?
Is there a connection at all or is this a case of homonymy, éiregnunre-
lated different use of the same orthographical form? Grabes: “The term
is borrowed from philosophy, where an ontology is a systenatcount of
Existence.” This is of course neither the notion of ontolegyhave just dis-
cussed (science of being as being; study of the common piepearf all
entities; branch of metaphysics concerned with the kindkinfjs that exist)
nor something completely different, instead it is someghitosely related:
The concept coded by the mass noun (no article, no pluratgisdf a field
of investigation, of a discipline (‘science’, ‘study’, ‘&nch’), the concept ex-
pressed by the count noun (taking articles and plural fosrtt)at of a specific
outcome of that kind of investigation (‘account’): Aridtgs ontology, e.g., is
different from Kant'’s, but both contribute to (the field ofpt@logy. In order
to visualize the distinction we will use an uppercase ihiim the name of
the field (domain of issues, etc.) —i.e. ‘Ontology’ — and adowase initial for
the different views that are produced in the field —i.e. ‘togy’.

This kind of field-product polysemy is familiar from lingtiiss: Syntax
as a mass noun means a field, a certain branch of linguisticslifierent
outcomes — like say Haider's syntax of German (Haider 199&8)e-coded
by the corresponding count noun. In fact, in linguisticsréhis a third use
of the term syntax (and a second use of the count noun), onaetates
to the subject matter of the second and first use, i.e., tHaystem of a
language that constrains the building of phrases from wama$. So there is
an object-level use of this term (syntax as language sulrsystt meta-level
use (syntax as theoretic account of this subsystem), andsénse a trans-
meta-level use (syntax as subfield or branch of linguistissthere a similar
three-level distinction witlontology?
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Figure 2.Conceptual space of the notiontology

The answer is ‘yes’ and ‘no’. ‘Yes’ in the sense that of coutsere are
three levels as well: What there is and its categories (oigsel), specific
accounts thereof (meta-level), and a field concerned withstlibject matter
and therefore with the production and discussion of spemiitounts of being
(yet another level). ‘No’ in the sense that only the last texels are properly
called ontology, the second one by transparent metonyntension (and
count noun formation) from the name for the third one, whetba first one
requires different means of expressisuch ashe real world (as opposed
to possible counterparts) or simpigality or rather its (ultimate or basic)
furniture.

Whether we include the object-level in this overview or raotd in fact we
should include it for the sake of being systematic), we noweliatroduced
a third dimension of variation and thus created a conceppate where
variants and relatives of the notion ontology can be loedlicf. Figure 2):
The vertical dimension reflects generality with the mostegahmatters at the
top; the depth dimension reflects objectivity with the mdgeotivist view at
the front; and the horizontal dimension has three segmaéittigive world and
its aspects and parts at the right, the different accouritsrothe middle and
the field(s) of Ontology at the left.

Note that the horizontal relations between the three blacksomewhat
heterogeneous because the field of Ontology is not locateal ropta-level
with respect to the different ontologies in the same way #tted are on a
meta-level with respect to what they account for. That wdnddhe level of a
metaontology, an ontological account of different objetbtogies. The field
of Ontology is rather something that is concerned with baind its kinds by
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producing and discussing ontologies. Obviously, the prtaseok is a product
of this (ever evolving) field, and what the present subsedii@s to outline
is a clarification of different concepts that have come todiked ‘ontology’.

It is now time to come back to the second dimension of vamatidbjec-
tivity. The Al-reading of the notion of ontology mentionetlave seems to
be rather clear in this respect: “Aontologyis an explicit specification of a
conceptualization.” (Gruber 1993: 199) This points to gjective notion of
ontology: Not realityper seis its object, but reality under a given conceptual-
ization. But the latter notion is explained by Gruber asdiet: “conceptual-
ization: the objects, concepts, and other entities thapsegumed to exist in
some area of interest and the relationships that hold [aitbeg” (Gruber
1993:199). This is, to say the least, a little confusing: dliy current area
of interest is your desktop and if you presume that an objristsethere,
namely a pile of unread papers, is this object then part ofreatualiza-
tion? Certainly not. Gruber must mean a conceptualizatfdghis object. But
then what are the concepts that you presume to exist on yesktae’ Prob-
ably there aren’t any, because wherever concepts existain’®heaven or
in people’s minds, they certainly do not exist on desktopstt@ other hand,
concepts fit much better in a conceptualization than obj&usthe quoted
definition is not very helpful, and we wouldn’t have bothemeéntioning it at
all if this kind of confusion of object- and meta-level ditliseem to be quite
widespread in the fieldl.

What Gruber must mean by conceptualization of a given dofsairsys-
tem of concepts that adequately characterize everythatgettists in that do-
main: individual concepts for individuals, property coptefor properties,
relation concepts for relations, second order conceptirébrorder concepts,
etc. But it is an open question whether these concepts aretrioelbe objec-
tive and the characterizations they provide are thoughs o¢alistic (located
at the foreground of our conceptual space), or more to thk inathe sense
of representing some other view. And maybe this is good aslitdcause the
depth dimension of the conceptual space of ontologies isnbet difficult
and philosophically most demanding one. It is to do with thdependence
or interdependence of Ontology and Epistemology, with tioles of realism
and opposing views, in short with the “most hotly debateddssin contem-
porary metaphysics” according to philosopher Alexanddiav{2005).

Then what is realism? “Realism is the thesis that the ohjgrtgperties
and relations the world contains exist independently of tbhoughts about
them or our perceptions of them. Anti-realists either daaddeny the exis-
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tence of the entities the realist believes in or else doulatenry their inde-
pendence from our conceptions of them.” (Khlentzos 2004)iRma is rarely
held across the board, philosophers rather tend be rebbstt @ne domain
and non-realist about another. John Searle, for instandaisirecent paper
What is an institutionays:

[1t is essential to distinguish between those featureshefworld that are
totally independent of human feelings and attitudes, olesendependent
features, and those features of the world that exist onlgtivel to human
attitudes. ... Itis important to see that one and the sanity eah have both
observer independent features and observer dependeuntefeatvhere the
observer dependent features depend on the attitudes oétdpepinvolved.
(Searle 2005: 3-4)

Searle’s aim in the paper just quoted from is “to explain hioevdntology
of institutions fits into the more basic ontology of physicslachemistry”
(Searle 2005: 1) and the explanation he offers is the fotigwi

[O]ne and the same phenomenon (object, organism, evetjt.catt satisfy
descriptions under which it is non-institutional (a piedepaper, a human
being, a series of movements) and descriptions under whislnistitutional

(a twenty dollar bill, the president of the United Statespatihall game). An
object or other phenomenon is part of an institutional fanter a certain
description of that object or phenomend8earle 2005: 12)

For Searle an institutional fact is something that has bedleatively as-
signed a status function, and since this collective assiptrpresupposes
some representation of it as having this function, insting require (at least
some primitive form of) language.

Although Searle devotes one section of his papdatoguage as the Fun-
damental Social Institutigrhe is mainly concerned there with showing that
language is a prerequisite for social institutions and rith @iscussing the
status of language as a social institution itself. The neasay be this: If
language were a social institution just as the others it dbale to be a pre-
requisite of itself. The way out of this seeming circle is hatd to find: Each
higher form of language requires only some more primitivenfof language
and so there is space for the evolution of language out of rporeitive
forms of representation sharing. Therefore an extensi@eafle’s (or some
similar) concept of an institution to include language asftimdamental in-
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stitution along these lines is consistent and will be talk@ngfanted in the
following sections’

Coming back to the definition of realism above (“the theset the ob-
jects, properties and relations the world contains exid¢pendently of our
thoughts about them or our perceptions of them”) we now sagthie devil
is in a certain detail, namely the reference of the possegsignoun form
our. Here we have two options. If we readr to include any rational subject,
then we are forced to assume an at least partially non-reristion if we
assume (as we probably should) that the world contains amtivay things
institutions and institutional facts, since we have jusisswibed to the view
that their existence depends on thoughts about and peyasmif them. If we
read it to include only the persons who are involved in theentrreflection
process, then we can maintain a completely realist posittuich has the in-
teresting property of allowing two kinds of really existippenomena, those
that exist independently of anyone’s thoughts or percaptiand those that
exist independently of our (in the narrow sense), but noepemdently of
others’ thoughts or perceptiofAdduman languages, being very fundamental
forms of institutions, are of the second kind.

Fortunately, in the context of the present volume the issuealism and
its different opposing views does not really constitute @pgm. Most of the
authors seem to be realists about the world, although thayeb® consider-
able disagreement with respect to the degree to which differiews on this
world (alias ontologies) can diverde.

1.2. Further dimensions of variation

Our short review of the depth dimension of the conceptuatespiaat embeds
different notions of ontology has brought to the fore the amt@nce of the

agents who have to do with ontologies (the plural makesitrdleat the meta-
level concept is meant). Here at least two roles have to biegisshed: The

author of an ontology and its user. It is a trivial fact thagtimeed not coin-
cide, but an especially compelling illustration of thistfacprovided by Rolf

Pfeifer’s (2000) Didabots, simple robots for didactic ppses, who didn’t

author but use an ontology which consists of only three sdnaategories:

(a) no obstacle, (b) obstacle to the left, (c) obstacle toighe. Didabots have
wheels and sensors and an algorithm that, based on thelogpttets them

avoid obstacle8.
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Whereas the user of an ontology can always be identifieduiteoa may
well be unknown or even inexistent. Takaenorhabditis eleganshe nema-
tode or roundworm that became famous among other thingdsforervous
system which consists of only 302 neurons. One could saythibaintology
of C. eleganscomprises at least the following categories and their cempl
ments: (a) increasing concentration of an attractant, ¢icyehsing concen-
tration of a repellent, (c) increasing closeness to theepred temperature.
This makes sense insofar as the behavior of this nematodaisdtowards
situations of category (a), (b) and (c), and not their commglits; the former
two forms of behavior are called chemotaxis, the lattenttegaxis. So if one
is ready to speak of the world view or ontology of a robot or angworm,
the identity of the user is clear, but in the latter case tleatity of the au-
thor is problematic. It therefore seems reasonable to asshat oftentimes
ontologies have simply evolved, without any specific autiwailable.

Alongside with the roles of the author and the user, the rbteeobject
or domain of an ontology (in the right-hand column of our ceptaal space)
is of prime importance. It has already been shortly addiesseerms of the
horizontal dimension of variation of our conceptual spaoea short reminder
will suffice here. Ontologies vary with respect to their ‘abwess’, i.e., what
they are ontologies of. This can be, with decreasing geber@) all possible
worlds, (ii) one world only, especially the one we live in g@em to live in; cf.
the depth dimension), (iii) subdomains of this world (orest) of increasing
degrees of specificity. Is there an upper bound for the spigifi (iii))? In
other words: What is the minimum degree of generality thegdgiired for an
ontology? Does it make sense to speak of the ontology of #ssyrfly that
keeps circling your head as you are reading this?

We submit that the answer should be negative. There is somdike the
ontology ofC. elegansor at least it is in the makingbut this does not mean
that this ontology provides a systematic account in allvalé aspects of a
single exemplar of this species, but of all exemplars thatetrom the same
kind of genome. Similarly, it certainly makes sense to dgveln ontology
not only of aircraft, but also one of aircraft accidents. Butoes not make
sense to create an ontology of the Airbus A 340 crash at ToremtAugust
2nd, 2005'° at least not without another significant extension of thecepih
So far, even the most specific domain ontologies like the drieeofamous
roundworm have a generic object. They are intrinsicallgrnistonal insofar
as they entail predictions about new entities that insiémtine generic en-
tity. Insofar, ontological knowledge about a domain is daéinal knowledge
about it, not episodic knowledge about its states and fates.
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The last and certainly not least aspect of ontologies thatthebe ad-
dressed in this overview is the evaluation aspect. If thezevao competing
ontologies of the same domain, is it possible that one is @angthe other
one false? Or are there other criteria for the evaluationntdlogies? If, as
we have assumed, ontologies in the simple meta-sense areatoalizations,
then they themselves cannot be true or false, they can omhoabe or less ad-
equate and more or less useful. And of course they are cashpletidequate
if they entail false statements. If for instance someoneeptualizes human
languages as being either red or green, this entails thdiskrig either red
or green, which is false, because it involves a categoryakestCategory
mistakes, especially less blunt ones, are a serious saorggaflequacies in
ontologies.

But even if an ontology does not entail false statementsritstdl be
inadequate or less useful for various reasons. Usefulsessalational con-
cept which requires a purpose. Of two competing ontologiescan be more
useful than the other for one purpose and less useful fohanddf two clas-
sifications of aircraft, e.g., one according to the kind afguision and the
other one according to the status of the owner, the first olleoutrank the
latter in helpfulness when the purpose is spare parts, anopposite will be
the case when the purpose is legal matters of air traffic.

The usefulness of adequate conceptualizations and hetalegias is a
key issue in all scientific disciplinéd, but it is especially important in disci-
plines that involve evolutionary accounts, such as biglegy even more so
in fields where historical transfer plays a role, such adlistics. Ontologies
for linguistics are the topic of the contributions by Fareard Zaefferer to
this volume. Other aspects of the assessment of ontolageplovenance
and credibility are discussed in Section 2.4.2.4. below.

Here is a summary of the findings of this section. In its mosegal read-
ing, the article-less term Ontology, which lacks a properradl has turned
out to refer to a rather controversial and indeed puzzligfisld of philos-
ophy and more precisely of metaphysics. Thomas Hofwebehjlasopher
of language, metaphysics, and mathematics, speaks of alépatzout ontol-
ogy”, which he identifies as “the puzzle that there seem toNmedontrary
but equally good answers to the question (Q) How hard is inswar onto-
logical questions?”, namely “Answer |: Very hard” and “Ansill; Trivial.”
(Hofweber 2005: 259). Still, the definition of the philosigdi discipline as
being concerned with “what entities make up reality” (Hob&e 2005: 256)
seems to be relatively uncontroversial.
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This is not the case with the notions the count noatology with a proper
and frequently used plural, is used to encode. Ontologi¢lisnsense, spe-
cific answers to the question of what entities there are, mayt-reed not —
be the outcome of philosophical endeavors, they may conne dtber disci-
plines as well or they may be no human artifacts at all, aserctise of the
ontology of a macaque monkey brain (Metzinger and Galleisewibl.). In
that third case the hardness question quoted above doegamasse (after
all, it is the author of an ontology who has to answer ontaabguestions)
and in the second case there is a clear tendency towards Abs{@athor-
ing an aircraft spare parts ontology will rarely benefit fram ambition to
answer deep questions). With respect to ontologies fromphilosophical
disciplines, the controversy about the definition is mostistricted to com-
puter science (cf. Sections 2.3. and 2.4. below). The relagsito do with the
prevailing conceptualization (or domain ontology) of laage within that
field. In principle, answering the question of what thereniga igiven domain
may take any of various forms the outcome of a process of &tkiclg may
take: term lists, thesauri, glossaries or what have youo#lting to the tra-
ditional view, the linguistic items in these data structuege but strings of
bytes and not full-fledged linguistic signs with form, stwe, and content
(cf. Farrar this vol.). So computer scientists tend to ersjzeathat a real on-
tology has to be much more than a mere inventory of itemdiste.of strings
(cf. Section 2.3. below), and the controversy is mostly alhat additional
ingredients are required for an enriched inventory to cagrdan ontology.

The fact that philosophers never have thought about thisddiimtricacies
shows only that they always have taken the inferential fiaieof concepts
for granted, whereas in computer science it takes a whol&imery to get it
going.

We will conclude this section with Figure 3 that illustratesme of the
dimensions of variation we have presented above.

Figure 3 shows in the rows from top to bottom very general,exspecial
and very special variants of Ontology and ontologies, indbleimns from
left to right (i) the corresponding fields, (i) examples &pecific cases of
accounting for what there is in a domain, and (iii) the puwiar intended
domain of such a specific account, and in the depth from fbatk realist-
objectivist and more idealist-subjectivist approachest. sthown in the figure
are the following aspects of ontologies we have also adedessefly above:
origin (author or evolutionary process), user, purposecurality.
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Figure 3.Example of variation dimensionsand aspects of ontologies

2. Notions of ontology in different disciplines
2.1. Ontology and ontologies in other fields

Having carved up the conceptual space underlying the tentolagy’, we
will now turn to a discussion of notions of ontology in diféert disciplines.
This includes briefly touching on disciplines that are noedily relevant
with respect to linguistics and thus not in the focus of tlikine. Following
this, we will concentrate on the disciplines and areas tteatannected to the
ontolinguistics enterprise, specifically on linguisticemputer science, and
artificial intelligence.
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Ontological questions are metaphysical questions by definiand ety-
mologically speaking the latter come after the physicaktjoas, so they can
be turned back on physical issues. Contemporary theorgigeics is full
of ontological questions of the hard kind like the partislave duality, quan-
tum ontology or the ontological implications of string tingcso Ontology as
a discipline has interesting issues to deal with that corom fphysics. But
physicists do not seem to make much use of ontologies of doemain.

The situation is different with the other hard sciences. @ftbe most suc-
cessful ontologies of modern times seems to be the perialdie bf elements
in chemistry. This can be regarded as a paradigm case of atogytnot
only because it is highly systematic and useful, but alsit$grredictiveness:
At least two elements, those with atomic numbers 117 and d#8¢laimed
to exist, but have not yet been successfully attested. Angiaradigmatic
feature of this ontology is that it is about natural kinds.

The same has been assumed for a long time for the speciedafyiBut
it turned out that although there is no doubt that there dferdnt individual
species (specidaxaas biologists call them) likelomo sapiensour species,
or Canis familiaris that of the domestic dog, it is doubtful, if taken together,
that the species form a natural kind or category because thero criterion
that unites them to the exclusion of other taxa (interbmgdiompetes with
common ecological niche and phylogenetic unity, cf. Ereskg2002). Nev-
ertheless, one of the domains that are currently charaetklly an incredible
boom in ontologies is that of the live sciences. Bioinforiceaind related ar-
eas are teeming with web services like Open Biomedical ©gies (“an um-
brella web address for well-structured controlled vocabes for shared use
across different biological and medical domains,” httnd.sourceforge.net/)
or Gene Ontology (“a controlled vocabulary to describe gamkgene prod-
uct attributes in any organism,” http://www.geneontologg/).

Since the social sciences are only starting to discussamitall issues (cf.
our discussion of Searle’s contribution), it does not come aurprise that
social ontologies are not considered to be very mature savitir a notable
exception:

Legal systems are perhaps the most well-developed on&slagithe social
world. Most laws are categorizations of objects at some kewd most legal
disputes turn on distinctions among categories. Becagse $gstems often
comprise the most well-developed ontologies of the soc@ldy they are a
good reference for philosophers and social scientistsisgéd study social
objects. (Koepsell 1999:219)
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To conclude the general overview presented in this sedfienncreasing
use of ontologies in business applications, e.g., workflatelogies, should
not remain unmentioned.

2.2. Notions of ontology in linguistics

Compared to other disciplines, contemporary linguiste&sgns the term on-
tology a rather peripheral role in its domain. So far, only subfields seem
to make systematic use of one or the other member of the farhdgncepts
coded by this term and a third one is just beginning to do so.

The younger one is that branch of computational linguidtied system-
atically takes advantage of ontologies in the Al sense ofdhm. One of the
most recent and most extensive outcomes of this field is thke ®atological
SemanticgNirenburg and Raskin 2004). Its ontology lists the defimisi of
concepts for describing the meanings of lexical items ofir@tlanguages,
but also for the specification of the meanings of the textwireprepresen-
tations that serve among others the function of an inteutinfpr machine
translation. Other intended applications are informaggtraction, question
answering, human-computer dialog systems, and text suizatian.

The older linguistic domain that uses the term ontology isleteheoretic
formal semantics, which in one of its simplest guises usesotitology of
first order logic: individuals, sets of tuples of individeand truth values.
But progress in the semantic analysis of natural languag#eritasoon ob-
vious that a less parsimonious ontology is required for phigpose and so
the number of ontological categories started to grow. Totpwit just a few
milestones: Montague (1973) added possible worlds and miznoétime to
the basic ontology and projected from there, using a realysdefined set
of types, an infinite ontology of possible denotations; L{hR83) devised an
integrated ontology for individuals and substances by idiog both with a
semilattice structure; Davidson’s (1967) proposal to gevents the status
of a basic ontological category has been welcomed anduhyittmployed
in linguistics, and Barwise and Perry’s idea (1983) of dririg the ontol-
ogy by admitting situations as ‘first-class citizens’ hadrailgr impact. In
short, many contributed to the task of freeing linguisticobmgy from the
constraints of philosophical ontology. In the abovemeargh paper, Gode-
hard Link advocated the view that “reductionist ontologicansiderations”
are “quite alien to the purpose of logically analyzing thierence structures
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of natural language” and went on to state the maxim: “Our gindontolog-
ical matters has to be language itself, it seems to me.” (LB&3: 303—-304)

In the same spirit Emmon Bach coined the term ‘Natural Laggudeta-
physics’ (cf. Bach 1986; “... what | am doing here is not maigicsper se
but natural language metaphysit8ach 1989: 98). He is also to be credited
with the most succinct characterization of the differeneaveen the twad?
Whereas the philosopher is interested in answering qureélip the job of
the linguist is to find convincing answers to question (2):

(1)  What kinds of things are there?
(2)  What kinds of things do people talk as if there are?

We have called above the field that revolves around (1) Oggploonse-
quently we will use the term Language Ontology (with two talpinitials)
for the endeavors around (2), if language in general is goece and lan-
guage Ontology, e.g., Korean language Ontology, when tbesfés on an
individual language.

It should be clear by now that the subject-matter of Langu@gtlogy
does not concern only model-theoretic semantics (it sirbplsomes visible
there most clearly), but should interest every linguist vghbscribes to the
view that linguistic signs associate perceivable formswibnceptual con-
tents, because these conceptual contents are neverdsiolatgman language
users, but integrated into the way they conceptualize Waild, their individ-
ual ontology. Individual ontologies contain one or moregglaage ontologies,
but also something else which is often called commonsentsogy.

We submit that Commonsense Ontology, the study of commaeasen
tologies, should be defined as being about answering theigugs):

(3)  What kinds of things do agents behave as if there are?

There are two reasons for distinguishing Language Ontdiayy Common-
sense Ontology (and the same holds for their lower-caseteqarts). The
firstis that it makes sense to ascribe commonsense ontslalgie to subjects
that do not have language (like robots, macaque brains, @anmtiworms),
and the second is that the question of the relation betweenwb is too
interesting to be begged by blunt stipulation of their idgnThe pertinent
keyword is linguistic relativity and the challenge consigt factoring the
ontogenesis of individual ontologies into (a) the concaptefault settings
babies are born with, (b) the culturally induced developintlea conceptual
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system is subject to, and (c) the effects of the individuableage on this
development. This points to another discipline that usestéhm ontology,
not entirely within the confines of linguistics proper, butdapping with it:

developmental cognitive science.

A look into the child development literature shows livelysearch activ-
ities in this field. Imai and Gentner, e.g., tested whetherdistinction be-
tween object names and substance names is based on a pistingn-
tological distinction or is driven by language (Japanesg English). Their
results lead them to the following speculation:

Children begin learning word meanings building on their-jmguistic onto-
logical knowledge about individuation. Language learrigeds children to
pay attention to those aspects of the world that are habjtuséd in their own
language, and this influence begins very early. Finallyidebin's sensitivity
to linguistically-relevant aspects of the world may comextend beyond the
context of language use. (Imai and Gentner 1997: 196-197)

There is no doubt that language ontologies and commonsensiogies
are closely related since every language ontology is “a@mo@lization or
categorization of what normal everyday human languageatkabout” (Za-
efferer 2002: 33-34) and this is largely determined by tlipiirements of
everyday life. In other words, both primarily contain coptseof entities en-
countered in everyday life (for an overview of what that cbahd should
comprise, cf. Zaefferer this vol.) and their relations. §dare the concepts
for the expression of which natural languages tend to neamfibvide cod-
ings, be they simple or complex. Examples include conceptls asCAR or
RUN, the most compact codings of which in English are the ncamand
the verbrun (more complex codings likmotorized vehicle with wheets go
faster than a wallare reserved for special purposes), and relations sucle as th
conceptual subordination afArR underveHICLE and of RUN undermMoVE.
Systems for the representation of word semantics such adNgb(Fellbaum
1998, cf. also Fellbaum this vol.) are based on sense retatind thus reflect
the underlying language ontology, since sense relatiangstations between
words (in a reading) based on ontological relations betvileeiconcepts that
constitute the meanings of these words (in that reading).

Lexical semantics is not the only example of linguistic egsl that needs
to take the corresponding language ontology into accounatifer case in
point is work on classifiers — be it in the context of classifigstems in dif-
ferent spoken languages (cf. again Imai and Gentner 199 Hahwig this
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vol.) or of classifier predicates in signed languages (Tatnigy vol.). Here,
the underlying conceptual categorization of entities spomsible for the use
of different classifier morphemes or predicates.

A further example is the almost trivial observation thatfetént word
classes tend to reflect different conceptualizations ihvhebs usually code
eventities whereas non-derived nouns most often codegilike’ entities
(called ‘inventities’ in Zaefferer this vol., and ‘inevéints’ in Schalley 2004).
Based on this, adjectives code mostly characteristicgrinaes of the latter,
whereas adverbs do the same for the former.

A fourth kind of linguistic studies where language ontolqgsys a role
is anaphora resolution. In a sentence Ndben you try to catch a lizard, the
reptile may drop the tail and escaj®th definite noun phrases are anaphor-
ically related to the indefinita lizard, but the relationship is mediated by
ontological relations of different kinds (for the definit® compare Schalley
and Zaefferer this vol.): SincezARD is c-subordinated t®ePTILE (every
lizard is a reptile) the reptilemay have its antecedent @lizard, and since
LIZARD is m4-superordinated toalL (every complete lizard has a tail as in-
tegral part),the tail may be interpreted as including a possessor slot which
again has its antecedentanlizard. Given the ontolinguistic framework the
former case could be called conceptual subanaphor andtteer@eronomic
superanaphor.

Our final example showing the relevance of ontological kealgk for the
proper use of language is the grammar of coordination. Agurdition for the
coordination of phrases as well as sentences is that tharaisjare parallel
with respect to syntax, semantics, and prosody (Lang 198#gre semantic
parallelism is defined by two constraints: (a) the conceptied by the coor-
dinated elements have to be semantically independentnéigher of them is
c-subordinated to the other, and (b) there has to be a noatsubordinator,

a third concept that is c-superordinated to both.n8odog and my animal
anda walk and an integeare both semantically bad noun phrases, the first
for violating (a), sinceDOG is c-subordinated taNIMAL , and the second
for violating (b), since the strongest common c-super@igirof wALK and
INTEGER s probablyeNTITY and so it could not be more trivial.

As mentioned at the beginning of this section there is a thirofield of
linguistics that makes use of the term ontology or ratheuss peginning to
do so. It is the field of foundations of linguistic theory tdger with the field
that deals with linguistic terminology. Whereas the forisezoncerned with
guestions various other disciplines like philosophy oblaamge and philoso-
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phy of science are also interested in, the latter has amdmay titings to keep
pace with all the terminological innovations that keep grayin the different

schools of linguistics around the globe. And still they anéed by a common
interest in what will be called ‘Ontology for linguisticsb( ‘ontologies for

linguistics”) here in order to distinguish it from Langua@atology and its
kin. Continuing our strategy we will characterize also fiedd by its leading

guestion:

(4)  What kinds of things linguists talk about are there?

Strictly speaking, since the study of linguistic termirgfds about linguistic
metalanguage, a variation of leading question (2) abowacherizing Lan-
guage Ontology, would seem to be more adequate for this fialdgly (5):

(5)  What kinds of things do linguists talk as if there are?

However, given the scientific ambition of linguistics, a aegie investiga-
tion of (5) without consideration of (4) will not be satisfary. So the notion
‘ontology for linguistics’ refers to those conceptualipas of the domain
of language and languages that are used to ‘talk linguisticexpress and
describe linguistic phenomena with the help of the corredpy concepts
and the relations between them. The linguistic codings edeatconcepts are
often, but by no means exclusively, technical terms of listits. Examples
for such concepts includ®ORD CLASS SPEECH ACTOr EVENTITY (coded,
e.g., in German linguistic terminology by the nounertart, Sprechakiand
Eventiit, respectively), andoNCEPT(coded by the English worcbnceptas
used in this chapter), but also relations such as the camaleptompatibility
betweenaRTICLE and VERB (i.e., it is not conceivable that some linguistic
entity is both an article and a verb).

Interestingly, a certain ontology of linguistics is alsatpaf natural lan-
guage ontology, since the codings of corresponding coacapth assAy,
WORD Or QUESTION are presumably part of every natural language (cf. also
Goddard this vol.; Zaefferer this vol.). Some of these cpishave a special
status in any language ontology as they are instantiatedhgwistic signs,
which in turn have instantiations that refer to a concept tbncepivoRD,
e.g., is instantiated among others by the English weotd, whose tokens
have the potential to activate in hearers mental repreiemseof the concept
woRD.™2 Since the same holds for many concepts coded by technicas ter
of linguistics, it is obvious that any ontology for linguist has to include a
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meta-language ontology, that is a language ontology fofathguage that is
used to describe linguistic phenomena (cf. Farrar thisamdl Zaefferer this
vol.).

There are at least two reasons why both explicitly spellgdianguage
ontologies and well-defined ontologies for linguistics argent desiderata
in current linguistics. First, it is a truism that precisesdeptions of linguis-
tic phenomena without precisely defined technical terméapessible. And
second, only with the help of these tools can linguists béli@ompare and
compile different descriptions within a language and axtasguages. How-
ever, there are still many areas in linguistics that areattarized by confu-
sion and disagreement on the terminology used — to pick justexample,
the area of information structuring with all kinds of uses fi@rds such as
topic or givenor background- and therefore it is often far from clear if dif-
ferent authors and schools presuppose different onta@dgielinguistics or
if only the labels vary.

Given these circumstances it is to be highly welcomed thajepts like
GOLD (‘General Ontology for Linguistic Description’, cf.dfrar this vol.)
or DOLPHen (‘Domain Ontology for Linguistic Phenomena’, Zhefferer
this vol.) are on their way. Quite a few terminological peils that arise in
linguistics are due to a lack of awareness of ontologicéérihces. Consider
sense relations for instance. Sense relations structarestiton in that they
reflect conceptual relations that hold between the readihlgxemes. In talk
about sense relations the distinction between conceptletions and rela-
tions between the corresponding linguistic signs is oftarréd or not drawn
at all. Whereas the relation betweear and CHASSISis a conceptual one
— a meronomic relation — the corresponding relation betvasnlinguistic
codings of those concepts, e.g. between the English ncamand chassis
is a semantic relation — a meronymic one. Another exampleldvbe the
hyponymy relation between the English nowas andvehicle which holds
because of the conceptual subordinatioc R underveEHICLE. Yet, the role
of the corresponding language ontology is typically lefpliwit, in that crite-
ria for the sense relations are formulated in terms of listiicharacteristics
or ‘meaning’ (cf. Cruse 1986, for instance, or Schalley 2@74-29), but not
in ontological terms.

If meanings are just concepts that happen to be coded by mgiganing-
bearing entity of a given language, for instance a word, tferourse mean-
ing relations are just ontological relations. But lingsisire rarely aware of
the fact that relations of this kind hold irrespectively afthe related con-
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cepts are coded and irrespectively of whether they are ctaetitherefore
meanings) at all. It is as if people would speak of mannedespapsuleA
being in love with manned space capsBleshen what they mean is that the
man aboardi is in love with the woman aboar8.

In summary, it appears that, in order to improve the analykimguistic
facts, linguists would need to give yet more attention anijhtgo the study
of underlying conceptualizations (including their intenceptual relations)
both in the users of their object languages and in themselyesers of the
linguistic metalanguage. This area seems to have the [rdtémt consider-
able progress through explicit and systematic investigatif the language-
ontology interface. The present volume aims to put cormedimg current
efforts into a broader context and to instigate a more syatierapproach to
ontologies in general, and to language ontologies as wehtmdogies for lin-
guistics in particular, by promoting an ontology-driverpegach to linguistics
and thus by arguing for and exemplifying what we are callingpbinguistics.

Given that the construction and maintenance of ontologjehand be-
comes quickly cumbersome with increasing size, it seensoredle to con-
sider using corresponding tools from computer sciencettaréfore the next
section presents an outline of the state of the art in theastesubsections of
this thriving discipline.

2.3. Ontologies in computer science: A survey

As indicated above, the term ontology is widely used by themater science
community and there it refers broadly speaking to the canstm of infor-
mation models. In computer science an information modet igtestract for-
mal representation of entities that includes their progerand the relations
that hold between them. By contrast with data models, inébion models
represent their entities without any specification of impdatation issues or
protocols for data transportation. Among computer sciehtihe word on-
tology has received such a broad use that it has been employeder to
any information model. It is necessary for the purpose offtllewing to
constrain that usage. More specifically, we will understagdntology in
the computer science sense a specification in a formal lgegoiterms and
definitions describing things that make up the world.

A key component of this definition of ontology is the phrasddemal
language’: Different degrees of formality are exhibiteddifferent informa-
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tion modeling languages. Figure 4 presents a set of suchlmgd@nguages
along a continuum (excerpted from Ray 2004). We will alsefbyidescribe
them in order to delineate what counts as ontology in conmpaaience.
Termsrefers to a controlled and
usually domain specific vocabulary.
‘Ordinary’ Glossaries are terms
with natural language definitions,
Ad hoc Hierarchies | as one finds in many textbooks,

‘Ordinary’ Glossaries------------1

(Yahoo-!) L Ad hoc Hierarchiesuch as Yahoo!
(DEaé?)DICtlonanes 7777777777777777 are sets Of terms W|th a relatlon_

; ship between terms, but where no
Thesauri-----------------------1

formal semantics for that relation-
Structured Glossaries---------- ship is definedData Dictionaries
are more formal models of informa-

XML DTDs === tion, often of relational databases,
Principled, informal | where each term and relation has
hierarchies an associated natural language def-
Database Schema -~~~ inition (EDI stands for standard-
XML Schema----------------- ized Electronic Data Interchange).

Since Roget’s pioneering work a
Thesauruss a word list that is not
ordered alphabetically but accord-

Formal Taxonomies------------1

Frames

(OKBC, Protege) 2 . .
5 ing to conceptual relationsStruc-
Data and Process Models o . .
(UML, ORM) e tured Glossariesnay include rela-
Description Logic -based TOU tionships among the terms in the
(DAML+OIL) c glossary. XML DTDs are Docu-
o

ment Type Definitions in eXten-
sible Markup Language (Yergeau
et al. 2004), used for communica-
Figure 4.Information modeling languagestion among software systems. XML
supports nested, or hierarchical in-
formation structures, but is a language for defining synit@ has no asso-
ciated constraints on semanti¢incipled Informal Hierarchiesare those
which do not have a formal, logical model of relations betwederms,
but at least have an informal, common-sense explanatiorlafionships.
DB Schemasre Data Base structures that have more formal definitions of
the meaning of terms and relations, usually by employingestants in a
database constraint languageML Schemgwith a capital S) is a further

KIF, OCL, OWL
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development of the XML DTD and is now the way to specify XMLsed
communication that is recommended by the World Wide Web Giiosn.
Formal Taxonomieare those which have a formal, logical semantics for the
relations among terms.

Framesinclude a range of standard Al languages that have termes, rel
tions, and inheritance of properties. Examples are the Gpewledge Base
Connectivity (OKBC) protocol (Chaudhri et al. 1998) and ¢imology editor
and knowledge acquisition system Protédgata and Process Modetuple
taxonomies and defined relationships with a semantics foesenting pro-
cess and action. UML, the Unified Modeling Language for dgeq the
design of object-oriented systems (Object Management [G1®@97-2006,
cf. also Schalley this vol.) and Object-Role Modeling (OR&4emplify this
kind of information modelDescription LogiqBaader et al. 2003) languages
like the DARPA Agent Markup Language (DAML), the Ontologyégration
Language (OIL), and their merger DAML+OIL combine the knedge rep-
resentation elements of a frame system with the ability tmmdeules; they
are sublanguages of predicate logic. The expressiveneatesfis limited in
order to ensure that inference on the rules is tract&bte, OCL, andOWLre-
fer to three very expressive languages. Knowledge Intagdd&ormat (KIF)
(Genesereth 1991) is a first order logic, for which there Hzeen several
versions that differ in their details. Object Constrainhjaage (OCL) is part
of UML (see above). The Ontology Web Language (OWL) (McGaiand
van Harmelen 2004) is a formal logical language, with simédapressive-
ness to KIF, that conforms to XML syntax. It should be noteat there are
languages with far higher expressiveness including maupat land various
higher-order logics (Nadathur and Miller 1998) that existlier down along
the continuum shown in Figure 4. They present significantlehges for
practical inference however, and to date they have been pramérily for
research in theorem proving rather than specification aflogies.

It is only models that make use of the full features of the leggs in the
bottom of the diagram, from ‘Frames’ onward, that can besdatintologies
in a way consistent with our definition. In order to distingluiontologies in
computer science (and artificial intelligence) — which amedal on a formal
language — from ontologies in a more general sense, we Vil te the
former as ‘formal ontology’ hereafter.

A formal ontology is distinct from the most common instané¢@a et of
terms and definitions: the dictionary. A dictionary does ewiploy a formal
language, but rather an informal one: a human natural layjegua dictio-
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nary is meant to be read and interpreted by humans. No maishingrently
capable of understanding a dictionary in any realistic s@fithe word ‘un-
derstanding’. Furthermore, a dictionary is descriptitg@rovides definitions
which are presumably appropriate at a point in time, oftetin @nnotations
about the usage of words up to the time of publication. Lagguevolves
through an organic process and all attempts to render |gegstatic, such as
the efforts of theAcacemie Francaisghave failed and will continue to fail to a
significant degree. In contrast, a formal ontology is plipsge or normative.
It states definitively what a given term means in a formal leagg. A term in
an ontology is not a word but a concept, although the concépharmally
be given a name which is a word or combination of words in otdsupport
human understanding of the ontology. A true formal ontolbgwever could
have all its term names replaced with arbitrary codes atichatie the same
formal properties. The only issue would be how such an ogjotelates its
terms to linguistic items in order to make its results of pssing intelligible
and useful to humans.

One of the issues within the ontolinguistics enterpris@deed this: how
can relations between ontologies — as they are used in cemgcience —
and linguistic expressions be established? Although adly selation will be
imperfect, the degree of precision of relation and scop@eéage has been
improving since greater bodies of formal ontologies, lekiesources, and
corpora became available. The most prominent lexical datis WordNet
(Fellbaum 1998), and there are efforts to create similannes in languages
other than English, often with relation to the English WoedNSuch re-
sources focus on the smallest lexical units, which are iyswalrds, although
multi-word units are also present in small numbers (cf.l&lm this vol.).
Collections of larger, phrasal units have been proposeds@and Fellbaum
2004) and the collection of lexical functions proposed by’ (1998) —
universal relations between lexical items including trendard sense rela-
tions — has been studied. There is significant potentialfemontology com-
munity to make use of work undertaken to catalog closedsadesments of
language. Such elements may be considered to have a sighifilzece in
communication due to their presence as structural featarlemguages, as
opposed to the elements of the open-class or lexical sidmaysf. also Talmy
this vol.). A more recent effort to relate a formal ontologywordNet (Niles
and Pease 2003) is also described in this volume (Peasethis v

However, lexical resources and formal ontologies are véfgrdnt arti-
facts. For instance, over the past few years there have beeg publica-
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tions that describe ‘fixes’ to the WordNet taxonomy accagdmontological

principles (Gangemi et al. 2002b). Fundamentally, theserasguided, since
language, as an organic system, does not conform to ontalggjinciples.

Once this distinction is recognized, however, there istgrakue in relating

language to ontology for use in a broad range of applicataons research
endeavors. One innovative effort in this volume (Farras thil.) makes use
of a formal ontology to describe structural linguistic infaation itself, an ap-
proach that has been touched on from a linguistic persgeictithe previous
section.

There is an important distinction in Formal Ontology (ansbaDntology
more generally, as has extensively been discussed in §dcjibetween the
language in which an ontology is expressed and the contesémantics
of the ontology itself. A much larger proportion of effort the Ontology
community in computer science has gone into the developofdahguages
as well as tools and methods, compared to the level of effiaitias gone
into the creation of content.

One aspect connected to the creation of content is the siEnsupe
and degree of generality an ontology exhibits (cf. also feeussion in Sec-
tion 1.). This naturally applies to formal ontologies aslwelvhich are char-
acterizable by whether they cover very general conceptis, @s upper on-
tology, or very specific topics, as in a domain specific orggldvost extant
formal ontologies pertain to fairly narrow topics or donm({asati and Varzi
1995; Grininger and Menzel 2003), although these can beeait gnterest
and value. The authors are aware of only three formal oniedotipat have
attempted to define the broadest and most general notioish adilectively
may be termed an upper ontology. These are the Suggesteda Mgpged
Ontology (Niles and Pease 2001), Cyc (Lenat 1995), and DO(Gagemi
et al. 2002a). We should note that the distinction betweg@eupntology and
domain specific ontology, however, is a continuum withouteaicdividing
line. While the relationtemporallyBefore is certainly an upper ontology
concept and the clagarburator is certainly a domain specific one, there
are many concepts in between such extremes that do not havaisobvious
membership.

Another way of characterizing formal ontologies is the nembf terms
in the ontology. Terms may be classified into, amongst others

— instances, lik&kofiAnnan andGermany;

— classes, likéluman, andCountry;
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— relations, likeagent0f andmother;

— function terms, likeGovernment0f andAdditionFunction.

However, a count of terms can only be a meaningful metric abecsize
of an ontology, if the terms counted include significant aiegted definitions
(through which the terms are sufficiently interrelated).

Yet another metric is the number of axioms, which are indispble for
inference and expressive power. An axiom is any formal state¢. Such
statements may be

— simple ground statements, like ‘Kofi Annan is Secretary Ganef the
UN’, and ‘Germany is a country’;

— quantified statements, like ‘there exists some farmer wtaisbieis don-
key’;
— rules, like ‘Every good boy loves his mother’.

Note that here we have stated in informal English examplaswiould be
expressed in a formal language in a formal ontology.

2.4. Ontologies and artificial intelligence

According to a prevalent definition by Luger and Stubblefidé93), Arti-
ficial Intelligence (Al) is the branch of computer sciencattis concerned
with the automation of intelligent behavior. Regardles®thir this effort is
based on the abstract concept of rationality or involves iokimg the hu-
man mind, any truly intelligent computer system surely rezgithe capabil-
ity to acquire, process and use knowledge about the domarsituated in
or concerned with. Whereas until the early 80s, this cajpabilas usually
associated with the presence of some knowledge storagayfasid log-
ical reasoning (like in so-calledxpert systemsnowadays it is no longer
consensus in Al research that information processing ddséor anex-
plicit collection of computational knowledge (a so-callatbwledge bage
possibly including some domain conceptualization in foritadormal on-
tology. Approaches in some contemporary Al-subfields ssatbanection-
ism or situated intelligencausually lack any symbolic knowledge represen-
tation, and certain popular Al methods suchaearningget along without
any (explicit) world model. Nevertheless, the presence kii@vledge base
(whether based on logic or another knowledge representéiimat such as
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Bayesian networRscan strongly increase the flexibility and adaptability of
an intelligent system by virtue of the separation of knowkedollection and
knowledge-based reasoning on the one hand, and planniagshg®gg and
acting capabilities on the other, as pointed out in detabéation 2.4.1. In
addition, the ability to represent and process informasigmbolically can be
a prerequisite for the exchange of information with otheee(below). Con-
sequently, the majority of Al-frameworks still comprisens®kind of more or
less powerful knowledge base, and an increasing numbepedsales some
facility specifically dedicated to concept knowledge. Téitdr is the case for
basically the same reasons why ontologies are used in ob&plthes and
in “ordinary” computer science too (e.g., to be able to renagker general,
abstract and persistent domain theories in different taksiowledge pro-
cessing). But in contrast to other areas of computer scjéméd the foci are
on the computational reasoning about/using (ontologikadwledge, on the
(computationally) intelligent acquisition and revisiohnew knowledge, and
on the computational use of (ontological) knowledge forisien making. In
addition, ontologies in Al are very useful and often inevitameans for the
communication and collaboration of intelligent systemsjuding the inter-
action of humans with machines and the machine-supportedattion of
humans. In such settings a common informational groundsieede found
in order to facilitate understanding and cooperation (aresheonflicts), and
consented ontologies partially provide this common grouarngrms of con-
ceptualizations of the respective common domain. Thigstteason for the
eminent importance of ontologies in Distributed Al, a fgebwing subfield
of Al concerned with the interaction of intelligent systeras described in
detail in Section 2.4.2.

2.4.1. Knowledge bases

The notion of a knowledge base, or a collection of facts aresrualong
with inference procedures to make use of those rules, hasgahistory in
the field of Al (Pease, Liuzzi, and Gunning 2001). The pointhif research
area has been to decouple declaratively specified knowkedigeprocedural
code, allowing a software system to behave more intelllgeand less me-
chanically, by dynamically combining small chunks of knedde to reach
an answer. Whereas a conventional software system woukl $pecified a
series of operations to be performed in a certain order, wlauge base sys-
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tem has a generic inference process that can opportutiisiégeply a range
of declaratively specified knowledge in order to reach difé answers to
different queries.

Knowledge base systems are also called expert systemstibgause
this work was primarily undertaken to provide a softwaredsh expert in
some field. One of the earliest expert systems was Mycin (&uah and
Shortliffe 1984), which was designed to diagnose infeaiblood diseases.
It achieved a level of competence that was better than masahiexperts.
Notably, despite its competence, it was not put into comrakose because
of social and human factor issues. This, in part, spawneddaentew field
of research to address these ‘soft’ considerations in tbeessful application
of software systems. Mycin did not originally have a comglletclear sep-
aration of knowledge from inference procedures. The Empeaject (van
Melle 1982) was an attempt to make that separation cleardatiag a more
general expert system shell that could be used on a moreywdeled set
of knowledge. Many companies created and sold expert sysitetlts, some
derived directly from the Emycin work.

As expert system projects proliferated in the 1980s, it becelear that al-
though inference processes could be reused, knowledgeldteto be recre-
ated for each new application. The problem was that siniplifpssumptions
were often built into the knowledge. These assumptions weegiably ap-
propriate for one domain, but not another. One way of intipg this larger
issue of assumptions was called tiheame problem(McCarthy and Hayes
1969). The real world is large and complex. It is not prattioamodel ev-
ery feature of the world, especially when a project has adedwjoal such
as diagnosing blood diseases. This tension between thamésxlis knowl-
edge creation on the task at hand, and to make that knowledgrisable as
possible, has spawned the Ontology sub-field of Al.

One head-on approach to this problem has been to attemptoolemll
the common sense knowledge of the world (Lenat 1995). Momeastefforts
have been to create knowledge that is at a level of genegalityreusability
that is simply greater than most applications. Creatindy stnowledge how-
ever has proven difficult, and there are only three majomgite to create
formal upper level ontologies (cf. above). Most researcthig area has fo-
cused on tools such &Fotéce (Eriksson et al. 1999), languages suchK#s
(Genesereth 1991) atWL (McGuiness and van Harmelen 2004), and pro-
cesses as described in Guarino and Welty (2002), ratheraindine knowl-
edge itself.
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2.4.2. Ontologies in distributed Al: Issues and selectegr@gqches

The last few years have seen a tremendous rise of interestdlogies for the
use indistributed settingsvith multiple, interacting participants — especially
so-calledopen environmentike the Semantic Web, open multiagent systems
and peer-to-peer systems.

Such environments can be characterized by the followingeties,
which might be more or less distinct depending on the coaapplication
domain:

— Heterogeneous set of autonomous participants, with omyréstrictions
for participation.
The participants operate basically self-interested tde/éneir individual
and often hidden goals. Neither the concrete set of paatitgonor their
capabilities, beliefs, and intentions are known beforehan

— The knowledge domain is highly dynamic and heterogeneous.

— Initial and possibly persistent nonexistence of a commagseed, sin-
gle ‘truth’ (and thus of ‘knowledge’ in an objectivist sefjsabsence of a
central instance for the enactment of behavioral and inétional norms.

Applications in such environments require a shared dongimasitics in
order to support a mutual understanding among the distiibparticipants.
Computational ontologies constitute a popular responsigigmeed. The use
of ontologies in such settings focuses thus mainly on thélempof knowl-
edge communication sharing and reuseby means of the generation and
provision of a conceptual common ground among the intergqiarties. In
this regard, we distinguish two probably overlapping aassf participants,
namelyontology sourcegandusers both human as well as artificial agents,
but also ‘passive’ ontology sources like web documents.

As stated earlier, ontologies are usually defined as fore@kisentations
of domain conceptualizations, focusing consentedindstableconcepts. In
the following, we will describe issues which arise in openimments from
applying this traditional understanding of ontologies] aresent selected re-
search efforts in response to these issues. For lack of spaa@annot give an
exhaustive overview of the research field. Rather we woldlth provide a
short, concise description of key properties of a relagigshall group of for-
mal and technical frameworks, selected from a large listh(witen equally
useful other approaches), in order to provide a startingtgor further read-

ing.
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2.4.2.1. Issues

While the compilation, integration, and sharing of infotina among hetero-
geneous information sources and users becomes more andmpargant, a
large number of contemporary frameworks and tools for thelating and
usage of ontologies still proceed on the assumption ofcstiaily consented
and authoritative ontologies. This reflects a sort of dilean@®n the one hand,
ontologies should ease the reuse of knowledge and the glarkmowledge
among distributed parties, and thus should be stable ar¢dgon the other
hand, ontologies (being a special kind of knowledge) armtwdves subject
to difficulties known from the field of knowledge sharing, .eagising from
controversial viewpoints.

The following problems are considered to be most promineettd dis-
tributed settings with heterogeneous ontology sourcegh&upotential is-
sues and examples can be found in Tamma (2002) and Staab waher St
(2003).

1. Ontology sources operating with mutually incompatible resgnta-
tion languages.This issue is likely to become less severe in the near fu-
ture, since the standardization of representational &specgresses rapidly,
mainly driven by the Semantic Web effort. But there still B consensus
regarding the adequate degree of expressiveness reqairaccémmon for-
mal ontology language (taking into account aspects likeckglecidability).
This is one reason why the W3Qigscription logidbased ontology language
OWL (cf. Section 2.3.) comes in three variation©WL Lite OWL-DL (the
most often used variant of OWL which is equivalent to a carpaevalent de-
scription logic), andOWL Full — differing in expressiveness, not to mention
languages such &NRLthat extends OWL with the ability to represent rules.
OWL-DL can be considered as the current quasi-standardhéorepresenta-
tion of web ontologies, since it is considerably more exgikesthan OWL
Lite while corresponding (in contrast to OWL Full) to a deadite variant of
description logic.

2. Homonymy and synonymmi.g., i) the same name is used for different
concepts (because of context-dependency of the name stanite, as with
the wordwoodwhich denotes both a collection of trees and their material)
or ii) different names are used for the same concept,dikeandautomobile
(Tamma 2002).

3. Incompatible concept coverage, scopes and modeling grétiak:
E.g., i) multiple concept definitions appear to describe dame concepts,
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but overlap only partially in fact (for instance, in one doy, CHAMPAGNE
might be a sub-class @fINE, in another it is not), or ii) concepts are modeled
in a fine-grained way (i.e., with many sub-classes and/oibates) in one
ontology, but only coarsely in another (for instane&b WINE and WHITE
WINE as the only sub-class @fINE vS. CHARDONNAY, CHIANTI, BEAUJO-
LAIS, ... [Tamma 2002]).

4. Incompatible representation paradigms and top-level epte E.g.,
ontology 1 might use the elementary cOncEpENT as a top node, whereas
ontology 2 subsumes everything unaexTTER.

5. Semantic inconsistencies due to stable goal or belief ctafif the par-
ticipants E.qg., the first ontology source tres&LIGION as a direct aspect of
CULTURE, whereas the second contains an additional COri@pERSTITION
which is used to classifRELIGION. While this is an extreme example, one
can easily find further examples from various controveffgds like politics.

6. Communication problems, preventing agreement on and @uatidn
of ontology sources; unreliable ontology sources.

Whereas some of these issues can be resolved at least iiplerifecg., in-
compatible ontologies could be made compatible just byyimifthe names
of certain concepts, as with issue 2 ii) above), some otlseres might be
technically very difficult to resolve (e.g., issues 1 andd@)the dissolution
is impossible on the level of ontology processing at leaghovit dispropor-
tional measures that would lead to severe restrictions@adftware applica-
bility. For example, semantically inconsistent definisaf the same concept
might have their origin in divergent world views of the omtg{ sources (is-
sue 5); an alignment of these world views, establishing a@eagent, would —
if practicable at all — lead to a loss in source autonomy aacefore decrease
the flexibility and robustness of the application.

In addition to the possibility that some of the above issw@mot be re-
solved, and the possible undesired loss of ontology sourmmamy when
attempting to get rid of them, there are further considenatito be taken into
account when it comes to the integration of ontologies imog@/ironments
which have been largely neglected in traditional approstbentology inte-
gration and sharing.

First, stable semantic conflicts are not just something bioeld get rid
of by any means. Insteadonflict knowledgéMdiiller and Dieng 2002) (i.e.,
meta-knowledge about conflicts) can provide valuable mfdion about the
attitudes, world views and goals of the respective knowdesigurces. More
generally, a set of distributed ontology sources and usenssf asocial layer
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consisting of provenance information and information aliba social rela-
tionships among ontology contributors and users. The exjtin and eval-
uation of this layer can provide the knowledge users witluable meta-
knowledge, and — if made explicit and visible — can be presigs for a
subsequent resolution of conflicts regarding controveksiawledge. In this
regard, it is important to bear in mind that subjective ititams and goals do
not just exist for intelligent agents, but also indirectly bther kinds of ontol-
ogy sources (like web documents), simply by virtue of theimian creators.

Second, in the absence of normative meaning governanceiuant the
inherently dynamic nature of knowledge in open environmesiich mecha-
nisms for ontology integration as filtering, use of trusatieinships and most
traditional ways of ontology merging can only provide prehary decisions
about the reasonable modeling of domains, because with@teadgeneous
group of autonomous ontology sources and users, in the aetdwesr can
only decide for himself about the meaning, relevance ancectress of the
given information, and these decisions might need to beeehMin the course
of time.

2.4.2.2. Ontology integration

To integrate data from multiple ontologies, there exisfedént possibilities,
namely ontologymerging mapping and matching(Gruber 1993; Tamma
2002; Staab and Studer 2003). Whereas merging describgwrdhess of
creating a new single coherent ontology that includes tfarmation of all
merged ontologies, mapping describes a process whereitlieabrontolo-
gies remain separated, but are made consistent and cohatieetach other,
either by finding tuples of related concepts and/or by dejimrappings to
relate concepts within the source ontologies. ‘Matchimgparticular deals
with the problem of finding equalities or at least simila#tiamong several
ontologies. The central problem for the process of mappiatghing is to
identify and compare the meaning of the respective conc8piissequently,
a merging process can then unite equivalent concept déeosp and re-
move redundant ones. There exist several clues for this ¢éagk from the
comparison of the concept names to the evaluation and cisopaof the
sub-concepts of a concept and their relations.

Even today such processes are still largely conducted bgl, valnich is
a time-consuming process that often leads to mistakes.ciedlyethe fast
growing number of distributed ontologies in the SemantidWil therefore
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increase the need for (semi-)automated tools in order tpaumntology
integration. There already exist a number of tools — sucfoagstance On-
toMerge(Dou, McDermott, and Qi 2002 ntoMorph(Chalupsky 2000), or
Observer(Mena et al. 2000) — supporting automatic or semi-autonatic
tology merging or mapping. Their main purpose is to (pogsitleractively)
guide the ontology designer through the merging/mappirggess, and to
identify inconsistencies or other problems, and to preseggestions for fur-
ther proceeding.

Advanced ontology and knowledge modeling environmentschvisiup-
port multiple users are, e.gontoEdit(http://www.ontoknowledge.org/tools/
ontoedit.shtml),Protege (Eriksson et al. 1999), an8igma(Pease 2003).
Analogously, tools exist for the multi-user creation ofaogy instances by
means of the manual annotation of documents and other dtamtology-
based meta-data. Of course, such approaches are of linailieel i it comes
to the integration of information in large-scale enviromiselike the web.
Software frameworks have been designed in order to suppthttbe expert
development of ontologies and the virtual and/or transfdiomal integration
and dissemination of heterogeneous ontologies and irestamowledge. A
pioneering approach in this regard has b&smoBroker(Decker et al. 1999).
A more recent, ambitious example for such a frameworKA©N (Bozsak
et al. 2002), which integrates available resources andigeswtools for the
acquisition, engineering, management, and presentatidistdbuted ontolo-
gies and meta-data.

If agents are involved in integration frameworks, they dtero‘only’ part
of the technical middleware (serving as matchmakers, fstairce), rather
than being intelligent ontology sources themselves. Orfevofxceptions in
this regard idnfoSleuth(Nodine, Fowler, and Perry 1999), where informa-
tion agents provide ontologies that are used as media faintegration of
heterogeneous knowledge contributions. Beside otharrestinfoSleuth al-
lows the annotation of knowledge contributions with infation about their
provenances and the long-term monitoring of knowledge diosna

One of the most important application fields for distributedmpu-
tational ontologies i€rganizational Knowledge Managementhich ad-
dresses the ontology-supported creation, representatiage, and distribu-
tion of knowledge within complex organizations, such agga companies
or within the government. Most organizational knowledgenagement sys-
tems still aim for the creation of monolithic, centralizethd homogeneous
knowledge bases for the collection of corporate knowle@dgeprding to a
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single ontology-based organization schema, in order tbler@mmunica-
tion and knowledge sharing across the organization. An gi@for an or-
ganizational, agent-based knowledge management frarkemioch in con-
trast explicitly acknowledges the distributed and socatlire of knowledge
in large organizations iIERODO(van Elst et al. 2004). FRODO can be char-
acterized as a large-scale meta-knowledge system withoggtbased orga-
nizational structures and support for workflow-based keolge contexts. It
makes use of social agents for the management of ontolagégkflow, and
personal information assistance in order to relate indi&isl and organiza-
tional concerns.

2.4.2.3. Ontology emergence and uncertainty

A characteristic of open environments is that knowledge @lomare dy-
namic and can often be modeled with some uncertaitgbabilistic on-
tologies(e.g., Giugno and Lukasiewicz 2002) provide the possybitit de-
scribe concepts and instances with variable degrees afpdinotingun-
certainty of description logic’s terminological axioms (as oppose#dgue-
nessin fuzzy logic). E.g., in a probabilistic ontology, the mdetecan assign
the probability 0.3 to the claim that ‘Tomatoes are fruitobabilistic on-
tologies usually build upon description logic, which canused to describe
assertional knowledge (i.e., about concept instances) Bisides this, there
are many other approaches for the probabilistic enhandeaidmowledge
bases which could in principle be used to model uncertaiologies also
(e.g.,stochastic logik

The Simple HTML Ontology ExtensiofSHOE) (Heflin and Hendler
2000) is a quite fundamental approachdymamic ontologiesacknowledging
that knowledge on the internet is not static but evolvesriretiand that on-
tologies do not exist in monolithic isolation. SHOE provsdeformal frame-
work and an ontology-based knowledge representation &geyintended for
information embedded within web pages (via semantic atioas. It sup-
ports ontology revision as a change in the components of tology (i.e.,
the addition or removal of categories and their relatigpshiand the version-
ing of subsequently revised ontologies. In this regardnrtechniques like
those described before are supported to align and integraliiple ontolo-
gies.

A wide research field within that of ontology emergence is tfiantology
learning from large unstructured or semi-structured data sets atutata
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language documents. Concrete techniques trade under riae®ncept
mining andclustering and build upon well-explored approaches in the areas
of data mining and natural language processing. Mostly; #re limited to

the automatic generation of taxonomical ontologies or wi@is$, though.
Since this topic is beyond the scope of this article, we réierinterested
reader to Staab et al. (2002) and Misskof, Navigli, and \#|§2002) for
details.

Almost all approaches to ontology sharing require an agee¢ron the
respective concepts. In case such an agreement is not givergcess of
establishing a common ontological ground among the pdnéasto be exe-
cuted. In case these parties are intelligent software agsmth a process can
be performed automatically: Ontology negotiation (Ba#dimd Truszkowski
2003) enables intelligent agents to cooperate in perfaynainiask, even if
their domain knowledge is based on different ontologieso®gy negotia-
tion allows agents to discover ontological conflicts and gtaklish a com-
mon ground for further communications though incrementaiual requests
and interpretations, clarifications, and explanationsumdigg concept mean-
ings. For this purpose, practical approaches to ontologytietion usually
provide an ontology negotiation protocol and a softwareastfucture in or-
der to support the negotiation tasks. Within this protoceltain speech acts
according to the negotiation tasks can be performed by thetaglike ‘Re-
guest Clarification’ (of an unknown concept name) and ‘Comdition of In-
terpretation’ (of a given concept definition). In the couafehe negotiation
process, ideally, the agents come to an agreed categorizhatt can subse-
guently be used in knowledge-based communication. Duesthigh com-
municational overhead it is questionable if this approaah loe applied in
the large scale, but it is surely a very flexible way for onggialignment
in dyadic micro-scenarios. Ontology negotiation acknagks that different
agents might have different world views that need to be atigtommunica-
tively in order to facilitate meaningful further communticen. Although this
is a technical process steered by a rather simple protddslapproach is
somewhat related to that of linguistic ontological mediat{Bateman this
vol.), which contends that besides perception-relatedrltvontologies’ of
commonsense concepts there also exist a ‘linguistic ogyblbomain result-
ing from the construction of ‘reality’ by means of languafjes also related
to the concept of purely socially (i.e., communicativelynstructed open
ontologies (cf. below).
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2.4.2.4. Ontology assessment

Ahead of any acquisition of ontological knowledge from ateexal source
comes the rating of this knowledge regarding criteria ltkecredibility. This
is especially important in case a selection is required fag®t of inconsistent
ontologies which cannot be integrated, or in case ontafogie found in an
open environment where their providers cannot be trustedepe

In order to assess the usability of an ontology, ontolodyeient proper-
ties like the containment of a certain category and its @ppropriateness
have to be examined (which is not dealt with here, since ibisspecific to
distributed settings), but also external characteristite certainly most im-
portant meta-knowledge of such kind is that of fievenancef an ontology
(or a part of it).

The co-presence of syntactically and semantically hetaregus and even
inconsistent ontological knowledge by virtue of proverammnotations is
supported for instance by th&eb Knowledge Base @VebKB-2) (Martin
and Eklund 2001). The WebKB-2 server permits web users toattuogi-
cal and assertional knowledge to a shared, central badetsatcsyntactical
and semantic heterogeneity is advocated to permit the adsopaand mu-
tual completion of knowledge proposed by heterogeneousiagyt sources
and users. The WebKB-2 has been initialized with, amongrsiNéordNet
(Miller 1995; Fellbaum this vol.) and other top-level omigies in order to
provide initial content and guidance for its users. But treb¥B-2 still needs
to prove its usefulness for real-world application, andently does not have
significant facilities for the comparison of its ‘inhabigin possibly highly
heterogeneous part-ontologies.

Provenance information of ontologies is also provided $®woogle
(http://swoogle.umbc.edu/), which is an internet searetthime specialized
on OWL and RDF encoded formal ontologies and meta-data (Ri2fRe-
source Description Frameworks the currently most widely used language
for the representation of information about resources emtib). It uses the
OntoRankalgorithm to rate multiple ontologies containing certagyWwords.
OntoRank is basically an adoption of Google’s famBageRankalgorithm.

Starting from provenance information, it is often possiblassign a mea-
sure for the reliability of ontology sourceBrustis a very broad and common
notion in Distributed Al, usually expressing whether somesitive’ behavior
can be anticipated, and to which degree. As for ontologiast tinformation
can be used to calculate degrees of beliefs in ontologiesrstents (or any
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other kind of claims) from the degree of trust assigned testhaces of these
statements (Richardson, Agrawal, and Domingos 2003). Asdtamative to
the assignment of degrees of trust to knowledge sources, itfiormation
can also be assigned directly to categorial and asserttat@iments (Fischer
and Nickles 2006), which might allow for a more fine grainashtext-aware
trust management.

Although the concept of trust is widely used in knowledge eiiod), and
has an intuitive appeal, it should be used with care. Vesmftrust’ in a cer-
tain information source is plainly identified with the bélie every statement
from this source, which is surely a much too simple undediteyn Another
issue especially in large application scenarios like the&dic Web is that
an efficient trust-based rating of knowledge would requimesgisting trust
infrastructure likerust networkgGolbeck, Parsia, and Hendler 2003).

In general, any kind of ranking of information in terms of diyaand
credibility comes to its limits in case there is not yet ertougformation
about trust or recommendations to identify and filter ouafipropriate’ or
‘wrong’ contributions, or there does not even exist an austconcept of
global inappropriateness or correctness at all. An altenapproach con-
trasting the identification and removal of semantic heteneity within or
among ontologies is to maintain inconsistencies whilegirsttng them, and
to reify them using meta-knowledge about their provenances, tlegjregs
of agreement by various knowledge sources, users, and g(byprirtue of
voting on knowledge), and their personal and social cost&ichopen on-
tologies(Froehner, Nickles, and Weiss 2004) account for the facttithgpen
environments even ontologies (traditionally assumed tmbes ‘objective’
and stable than other kinds of knowledge) are subject t@kacteptance or
rejection, and thus need to accommodate possibly divemyefgrences and
multiple points of view (e.g., controversial opinions) ¢Klies et al. 2005) and
optional mechanisms for the leveled fusion of heterogesentiological and
‘ordinary’ knowledge. Therefore, the focus is here not om émergence of
an agreement on a conceptualization, but on the provisiometdi-knowledge
about the personal and social circumstances steering tiega@n, propaga-
tion and usage of ontological knowledge.

In summary, distributed settings pose various challengethe acquisi-
tion, representation, and usage of ontologies, causedchyrflike informa-
tion source autonomy, information heterogeneity, and thesible absence
of commonly agreed conceptual knowledge in such settingprédaches to
computational ontologies need to address potential pmublarising from
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these factors, like inconsistent and un-trustable infoionain order to be
useful in open environments like the Semantic Web. Some cammesearch
approaches to the described issues have been outlined settion. Very re-
cent developments in the research of ontologies for opeincemients inves-
tigate meta-modelingas a technique to allow context-sensitivity of concept
specifications (Motik 2005) (in the tradition of higher-erdogic andcontext
logic [McCarthy 1987]), a logic for the representation of possitisagreeing
opinions and other public attitudes (Fischer and Nickle@620and reason-
ing with inconsistent ontologie@Huang, van Harmelen, and ten Teije 2005).
Some of these techniques have been known in Artificial ligestice for quite

a long time, but their practical use in very large and comgexronments
like the Semantic Web requires major adaptations, e.g.gorerdogic decid-
ability.

Notes

1. The full frontispiece reads OGDOAS SCHOLASTICA CONTINENDiagraphen Typi-
cam Artium: Grammatices (Latinae. Graecae.) Logices. Gtloets. Astronomices.
Ethices. Physices. Metaphysices, seu Ontologiae. Ex fardesn hujus temporis vi-
rorum lucubrationibus, Pro Doctrinae & virtutum studiosagntute: CONFECTA; la-
cobo Lorhardo, Gymnasij Sangallensis Rectore, & in EcaleShristi servo: APUD
GEORGIUM STRAUB Sangalli: ANNO. 1606. It is reproduced on uR&Coraz-
zon'’s deservedly award-winning websi@ntology. A resource guide for philosophers
(http://www.formalontology.it).

2. It seems that John McCarthy is to be credited not only feenting the term ‘Artificial
Intelligence’ (on the occasion of the Dartmouth conferet@®5), but also for introducing
en passanthe term ‘ontology’ in Al when he wrote in the context of a dission of the
Missionaries and Cannibals puzzle: “Using circumscriptiequires that common sense
knowledge be expressed in a form that says a boat can be ussssorivers unless there
is something that prevents its use. In particular, it lodks Wve must introduce into our
ontology(the things that exist) a category that includesnething wrong with a boatr a
category that includesomething that may prevent its usgvicCarthy 1980: 33—-34)

3. One cannot exclude, however, that such a second metorxtgnsion will occur in the
near future. Compare the analogously structured noun p&ygyy which already has all
three readings. The main entry of the Merriam-Webster @rictionary (http://www.m-
w.com/cgi-bin/dictionary?book=Dictionary&va=psycbgly&x=21&y=16) reflects this,
although in a somewhat unsystematic way::“the science of mind and behavi@ra :
the mental or behavioral characteristics of an individuaroupb : the study of mind and
behavior in relation to a particular field of knowledge oty 3 : a treatise on psychol-
ogy”. 2 a is the object-level reading, 3 is the meta-levetireg, and 1 and 2 b represent
the original meta-meta-level reading.

4. This is why publications like “Evaluating Ontological &sions with OntoClean” (Guarino
and Welty 2002) with the nice subtitle “Explosing [sic! Puasably: exploring] common
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11.

12.

13.
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misuses of the subsumption relationship and the formasiasiwhy they are wrong” are
so important for the field.

. Cf. also Zaefferer, this vol.
. Namely the thoughts or perceptions of those who enactnistdtition. The fact that (a)

only the thoughts or perceptions of the institution-emartigents, and (b) not even all of
their thoughts and perceptions but only some of them argaeldor the existence of the

institution in question, points to a possible revision @& totion of realism that obviates the
recourse to partial non-realism even for the case of an ebsemho essentially co-enacts
a given (for instance two-person) institution: If we redefiealism as the thesis that the
objects, properties and relations the world contains émttpendently of an observer's
reflecting thoughts about or perceptions of them, then | @a tealist for instance about
money if | reflectingly think that this is just a disk-shapedqe of metal, but at the same
time pragmatically think that this is a quarter and use itfayment, thereby enacting the
institution of money.

. Note that the absence of commonly agreed knowledge inbjeetivist sense ascribed in

Section 2.4.2. of this article topen environmentgke the Semantic Web does not imply a
non-realist position, it rather characterizes an epistegical situation.

. The point of the experiment is that as a side-effect of gpcific ontology (there is no cat-

egory for ‘obstacle ahead’) the Didabots clean an areaeckdtwith Styrofoam blocks by
pushing them into clusters (Pfeifer 2000: 3), illustratihgs that an extremely simple con-
figuration can result in complex (and useful) behavior, hig &spect cannot be elaborated
on in our context.

. Or more precisely a cell and anatomy ontology of this revorth (Lee and Sternberg

2003). An excerpt from the abstract: “We are endowed withca knowledge about
Caenorhabditis elegans.. To make the information more accessible to sophistitat
queries and automated retrieval systems, WormBase has begonstruct &C. elegans
cell and anatomy ontology.”

It does of course make sense to compile a corresponditadpatze. But exactly such
a database would nicely illustrate the difference betweaemraological (and therefore
generic) database, and a database for a specific entity.t6kem.g., Nirenburg and Raskin
(2001: 15-16): “The following components in an agent’s made relevant for its language
processing ability: . ..

Knowledge about the world, which we find useful to subdiviai

— an ontology, which contains knowledge about types of thifadpjects, processes, prop-
erties, intentions) in the world; and

— a fact database, an episodic memory module containing lkdge about instances (to-
kens) of the above types and about their combinations”.

“The success of a categorization can be measured by gneedeof prediction and con-
trol which the categories produced afford other scienti@tsod theories are built upon
successful categorizations of nature.” (Koepsell 1999)21

In the context of a talk given at the University of Munich duly 18, 1983, entitled\
Chapter of English Metaphysicaccording to the notes taken by Dietmar Zaefferer.

Itis of course a simplification to speak of the conceptoRD, since there are several con-
cepts we could refer to in this way, both in everyday languagein linguistic terminology,
but for the present purposes these differences do not matter
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